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Abstract 

 

Land-use mapping and crop classification have both benefited greatly 

from the analysis of high-resolution remote sensing photos based on 

deep learning. This research proposes novel technique in 

multispectral image analysis based on feature extraction as well as 

classification utilizing DL architecture. The proposed model collects 

multispectral image based on agriculture crop cultivation by 4G IoT 

wireless networks. The input image has been processed for noise 

removal, smoothening and normalization. Then this processed image 

features have been extracted using stochastic Q-reinforcement neural 

network. the extracted features of multispectral image have been 

classified using discrete quantum convolutional architectures. Here 

the experimental analysis has been carried out for various agriculture 

crop cultivation-based dataset in terms of accuracy, precision, recall, 

F-1 score, RMSE, MAP and AUC. 

Keywords: multispectral image analysis, feature extraction, 
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1. Introduction 

 
The growing demand for food brought on by the planet's population boom, climate change, resource 

depletion, altered dietary preferences, and safety and health concerns are just a few of the obstacles 

that modern agriculture must overcome. The modernization of agriculture has the potential to 

guarantee environmental safety, maximum productivity, and sustainability [5] [6]. Acquisition and 

processing of farmland information are two essential requirements for PA [7]. High-performance 

sensors, such as RGB, multispectral, hyperspectral, thermal, and SAR cameras, have been used to 

examine physical and physiological changes in plants in both visible and invisible light for the 

purpose of gathering information about farms [8].  

 

2. Related works 
 

A key and basic component involved in an image classification process is feature extraction. 

Therefore, morphology, texture, and spectral reflectance are the key characteristics to concentrate on 

for precise weed identification. In work [9], a real-time computer vision system for weed recognition 

was demonstrated. As an extension of [10], a technique for identifying and categorising the primary 

citrus illnesses was described. The suggested method divided the disease-affected area using a colour 

difference algorithm. Earlier studies in lettuce fields, such those of [11] and [12], had good success 

identifying weeds and crops using RGB and multispectral imagery. 
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3. System model 
 

This section discusses novel technique in multispectral image analysis based on feature extraction and 

classification using deep learning architecture. The proposed model collects multispectral image based 

on agriculture crop cultivation by 4G IoTwireless networks. The input image has been processed for 

noise removal, smoothening and normalization. Then this processed image features has been extracted 

using stochastic Q-reinforcement neural network. The extracted features of multispectral image have 

been classified using discrete quantum convolutional architectures.  The proposed architecture is 

shown in figure-1. 

 

 
Figure 1: Overall proposed architecture 

 

3.1 Stochastic Q-reinforcement neural network-based feature extraction 

 

Think of a binary classification issue where the examples are z = (x, y) ∈ R d × {−1,+1}. It is possible 

to create a linear Q-learning classifier by reducing the primary cost function by eq. (1). 
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Variable ht is a random number, and the equation calculates the separation between the present 

solution, w t, and the ideal solution, w. The convergence rate of SGD may therefore be calculated 

using eq. (4): 
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3.2 Discrete Quantum Convolutional Architectures 

 

The subsequent function can be used to define the discrete Wavelet transform by eq. (5), (6): 
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The output of the QNN can be described using qubit-controlled NOT-gate U(cj) as the transfer 

function of hidden layer in eq. (7). 
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here 𝑖 = 1,2, … , 𝑛; 𝑗 = 1,2, … , 𝑚; and 𝑘 = 1,2, … , 𝑝. 

 

4. Performance analysis 
 

This section discusses about the parametric analysis of proposed Multispectral image analysis for 

agriculture crop cultivation based on deep learning techniques. The simulations simulate a synthetic 

data collection issue in a 30 m x 30 m area and were ran in MATLAB with a 1.8 GHz Intel i7 

processor and 16 GB of RAM. 

 

Table 1: Comparison of proposed and existing methods 

 

Parameter ICPE CDA MISFE_ACC_4G_IoT 

Accuracy 82 88 96 

Precision 72 76 81 

Recall 65 68 71 

F1_Score 55 59 65 

RMSE 42 44 46 

MAP 51 53 55 

AUC 32 36 41 

 

The above table-1 shows comparative analysis between proposed and existing techniques in terms of 

accuracy, precision, recall, F-1 score, RMSE, MAP and AUC. Here the analysis has been carried out 

based on number of epochs. Accuracy calculation is done by the general prediction capability of 

projected DL method. For calculating F-score, number of images processed are EEG signal for both 

existing and proposed technique. The F-score reveals each feature ability to discriminate 

independently from other features. For the first feature, a score is generated, and for the second 

feature, a different score is obtained. However, it says nothing about how the two elements work 

together. Here, calculating the F-score using exploitation has determined the prediction performance. 

It is created by looking at the harmonic component of recall and precision. If the calculated score is 1, 

it is considered excellent, whereas a score of 0 indicates poor performance. The actual negative rate is 

not taken into consideration by F-measures. The accuracy of a class is calculated by dividing the total 

items classified as belonging to positive class by number of true positives. Probability that a 

classification function will produce a true positive rate when present. It is also known by the acronym 

TP amount. In this context, recall is described as ratio of total number of components that genuinely 

fall into a positive class to several true positives. How well a method can recognise Positive samples is 

calculated by recall. Recall increases as more positive samples are determined. When training 

regression or time series models, RMSE is one of the most widely used metrics to gauge how 

accurately our forecasting model predicts values compared to real or observed values. MSE squared 

root is used to calculate RMSE.The RMSE calculates the change in each pixel as a result of 

processing. 



Research Journal of Computer Systems and Engineering 

Available at: https://technicaljournals.org/RJCSE/index.php/journal  4 

 
(a) accuracy 

 
(b) Precision 

 
(c) Recall 

 
(d) F-1 score 

 
(e) RMSE 

 
(f) MAP 

 
(g) AUC 

 

Figure-2 Comparative analysis between proposed and existing technique in terms of (a) accuracy, (b) 

Precision, (c) Recall, (d) F-1 score, (e) RMSE, (f) MAP, (g) AUC 

 
From above figure 2 (a)- (g) shows comparative analysis between proposed and existing technique. 

the proposed technique attained accuracy of 96%, precision of 81%, recall of 71%, F-1 score of 65%, 

RMSE of 46%, MAP of 55% and AUC of 41%. While the existing ICPE attained accuracy of 82%, 

precision of 72%, recall of 65%, F-1 score of 55%, RMSE of 42%, MAP of 51% and AUC of 32%; 

CDA attained accuracy of 88%, precision of 76%, recall of 68%, F-1 score of 59%, RMSE of 44%, 

MAP of 53% and AUC of 36%.  
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5. Conclusion 

 

This research proposes novel technique in multispectral image analysis based on feature extraction 

with classification. The collected input processed data features have been extracted using stochastic 

Q-reinforcement neural network and classified using discrete quantum convolutional architectures. 

Here the experimental analysis has been carried out for various agriculture crop cultivation-based 

dataset in terms of accuracy, precision, recall, F-1 score, RMSE, MAP and AUC. the proposed 

technique attained accuracy of 96%, precision of 81%, recall of 71%, F-1 score of 65%, RMSE of 

46%, MAP of 55% and AUC of 41%. The future scope of this research can be extended to various 

image analysis with enhanced accuracy. 
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